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Abstract

Exporters are supposed to be the most productive firms and therefor are expected to be able to afford the fixed cost to

export. However, between 2008 and 2014, almost 10% of French exporters were in bankruptcy. This paper investigates

this paradox by assessing the difference in characteristics among exporters between incumbents and exiting firms. We

use French manufacturing firm-level data between 2000 and 2014. To identify exports’ sunk costs, we use a conditional

difference-in-differences design, and we estimate total factor productivity via the method developed by Levinsohn and

Petrin (2003). Then, we estimate the probability of default for exporting firms via a probit model using panel data with

the methodology developed by Mundlak (1978) to control for unobserved heterogeneity. Our results indicate that firms’

default seems to be substantially explained by their performance and their sunk costs rather than the way they export, such

as the number of products shipped or the number of destinations, as well as by their export status.
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1 Introduction

In his seminal paper, Melitz (2003) establishes a positive correlation between performance and exportation. Only the

top-performing firms can support the additional sunk costs related to this export activity. Empirically, data support this kind

of firm selection. Bernard and Jensen (1999) confirm that high-performing firms become exporters and that exporters grow

more quickly than non-exporters. Consequently, exporting firms should not encounter economic and financial difficulties

and should not be subject to bankruptcy. However, from a sample of 35,276 French exporting firms followed over the 2008-

2016 period, we observe that more than 9% of them have dealt with an insolvency procedure. This fact is paradoxical with

the relationship between export status and the heterogeneity in firm performance highlighted in the literature.

A company, when producing, can face some financial difficulties. These challenges emerge when the firm has trouble

finding a way to reimburse its creditors, e.g., banks or suppliers. Additionally, if a firm’s current assets are no longer

sufficient to pay its current liabilities, we say that the firm is in insolvency.1,2 When this situation occurs for 45 consecutive

days, a collective procedure is triggered (see Appendix A). This date is know as the date of default. This procedure is

classified as a reorganization procedure if the court believes that the firm only needs better management of its assets to

face its liabilities; otherwise, it is a liquidation procedure. These procedures are called collective or insolvency procedures

(for more detailed information, see Section 3.1).

The literature has not studied the relationship between failing companies and exports as thoroughly as other strands

of research. Very few studies mainly analyze this issue, focusing on the entry and exit of export markets and their impact

on firm survival. Girma et al. (2003) examine the consequences of export market exit on firm performance. They find a

negative effect of export market exit on all outcomes, and this negative effect is persistent over time. Wagner (2013) high-

lights a strong relationship for German firms between imports and two-way trade and firm survival. He draws conclusions

about the existence of a trader survival premium: the risk of exit is lower for importers and for firms that both import

and export. In addition, Vicard (2014) focuses on the relationship between the export decision and the probability of firm

survival. He finds that exporting does not prevent firms from default but increases the probability of going into bankruptcy

for former exporters. Another crucial point is that the competitiveness of exporters must be considered in comparison with

the foreign local firms and exporting firms of other countries. While we cannot control directly for the competition existing

in each market, controlling for the “difficulty” of the foreign market, as Rauch and Trindade (2002) and Chaney (2014)

do, allows us to infer its impact.

The presence of sunk costs can explain the persistence of exporters’ status. Consequently, firms may remain active in

the export markets as long as the value of continuing to export exceeds the exit costs. In addition, Bernard and Jensen

(1999) highlight that in switching to domestic activity only, exporters exhibit bad performances afterward. In leaving

export markets, firms face difficulties, which can cause a risk of future loss opportunity and generate a lack of action

among firms to decide to withdraw from these markets, in which they are not efficient enough. Moreover, we cannot
1Current assets is a group of assets the firm can easily and rapidly transform into cash, such as receivables from customers or discountable bills.
2Current liabilities are liabilities requiring immediate payment, such as wages, charges or overdue bills.
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exclude the fact that producing and selling products involve risk, especially if the destination market is a foreign country.

Therefore, following O’Brien and Folta (2009) and Ghosal (2010), we will use real options models to take into account

this risk of exporting production.

Finally, when firms are competitive enough to export, they may face a loss of performance over time. As Ericson and

Pakes (1995) highlight, if a firm’s investments – in R&D, for example – are not successful enough, the firm can be in a

position where it has lost its productivity advantage. Thus, the firm will not be efficient enough, so it will have to exit the

market. The empirical literature on firm failure has highlighted the existence of a ”shadow of death”, which refers to a lower

productivity per exiting firm relative to incumbents even several years before the firm’s exit (Griliches and Regev, 1995;

Kiyota and Takizawa, 2007; Blanchard et al., 2014). A key factor of exit is firm-level productive efficiency, meaning that

lower productivity characterizes an exiting firm. This negative relationship between productivity and failure is robust (see,

among others, Bellone et al., 2006; Foster et al., 2008; Blanchard et al., 2012; Brandt et al., 2012). Similarly, exporting

firms with lower productivity are unlikely to leave export markets immediately (and suddenly), and failing exporters should

be less efficient than incumbents.

In this paper, we aim to explain why a firm that exports and is therefore considered a high-performing firm enters into

a bankruptcy procedure, a sign of financial and economic difficulty. While we know that exporters can sustain this activity

because they can withstand the additional sunk costs linked to that activity, we know very little about their dynamics once

in difficulty. Why does a firm in distress continue to export? How can we explain why such firms remain active in export

markets while only the most productive firms are supposed to operate abroad?

An important contribution of this paper, thanks to a proven methodology, is that it distinguishes for the first time the

part of the sunk costs due to export activity. We can then use it to control for its actual effect on the default probability.

First, we estimate the sunk costs of export activity with propensity score matching (PSM). Then, we evaluate the likelihood

of default in the following three years. In our empirical strategy, we control for firm assets, both tangible and intangible,

the concentration of the market, and the minimum efficient scale in a panel probit model. We control for the possible

correlation between regressors and random individual effects with Mundlak’s approach. We also take firm characteristics

into account since Bernard and Jensen (2007) show that after controlling for the size, age, and factor intensities, plants

are more likely to close if they are part of a large firm, part of a multi-plant firm or part of a multinational firm.

We find that while firm performance plays a crucial role in default occurrence, the sunk costs linked to export activity

lower the probability of survival. The findings of Albornoz et al. (2016) suggest that exporting fixed costs, as well as sunk

costs, are higher in more distant destinations but are lower when the origin and the destination countries share common

characteristics (such as a common border, a common language or a similar level of GDP). We will use the assets, both

tangible and intangible, of the firm as a proxy for sunk costs (Kessides, 1990). While there exists a difference in how

defaulting and incumbent firms perform, we find either no significant difference in sunk costs or a short-term effect. In

line with the real options model, we also find that defaulting exporters are in an inaction zone in the years prior to the

triggering of legal procedures.
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We organize the paper as follows: we present the model in Section 2, and then we describe our empirical strategy and

the data in Section 3. Section 4.1 presents some stylized facts, and in Section 4.2, we give our results and some robustness

checks. In the last section, we finally conclude with our results.

2 Literature review

Firms’ productivity, exports, and market exit are intertwined and are well documented. The literature on exporters,

default firms and exporters in distress is quite vast. However, it agrees that firms’ performance impacts their ability to

stay in the market, both domestic and foreign. Moreover, we see links between these three strands. First, exporters are

the best performing firms. Second, defaulting firms are the least common firms. Third, default should not be possible for

exporters, except if we take into consideration the active learning process. Firms that become less efficient over time reach

a point were they have to exit, even if they were efficient enough to export. Similarly, the literature describes the sunk

costs associated with their activities as exit barriers. In three strands of research, exporter productivity, defaulting firms

and defaulting exporters, we will see how these factors are analyzed.

2.1 Exporters’ productivity

Melitz (2003) points out that firm productivity is an important matter in regard to production destination strategies.

The more efficient a firm is, the more it can handle additional sunk costs, and it can sell its product in more distant locations.

Otherwise, it sells only on the domestic market. If selling on the domestic market is still too difficult, then the firm leaves

the market. This sunk cost encompasses a range of costs, such as the costs of searching for commercial opportunities

abroad, complying with customs procedures, or finding local retailers. However, since Melitz’s setup uses homogeneous

destination countries, the additional sunk costs linked to the export activity do not depend on the difficulty the firm faces

in selling on the market. Only the distance of the destination matters. With his model of international trade, Chaney

(2016) highlights a relationship between liquidity constraints and the difficulty of exporting. The presence of liquidity

constraints creates difficulties in financing the sunk costs of exporting. Thus, less productive firms exit the market when

they face those constraints.

Bernard and Jensen (1999), using both total factor productivity (TFP thereafter) and labor productivity, assess how

export status and productivity growth interact. They show that high-performing firms become exporters and exporters

grow more quickly than non-exporters. They also demonstrate that the productivity growth of incumbent exporters is

slower than that of new exporting firms. They explain this deceleration of productivity growth by two potential factors.

First, it may come from an excessive acceleration from the new exporters, which is only temporary. Second, the productivity

of firms exiting the export market can lower the productivity of other exporters. Bernard et al. (2011), in a general

equilibrium model, show that the number of products a firm exports matters. The more liberalized a market is, the more

firms will specialize in the production of products they sell in the market. Similarly, as a firm exports to more destination

markets, the more it exports products.
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2.2 Defaulting firms

The decision to export can be made rationally by a top-performing firm. However, according to the literature, a firm

learns if it is performing well enough to continue its activity or not. Jovanovic (1982) and Hopenhayn (1992) construct

models in which the firm has a defined but unknown and unalterable productivity parameter. It has to produce in order

to know whether it is efficient enough to produce or if it has to exit. Following Ericson and Pakes (1995), we can consider

that firms are engaged in a process of active learning to improve tier productive performances, although uncertainty exists

on the outcome of investment. In addition, according to the notion of active learning developed by Ericson and Pakes

(1995), firms can invest to raise their productivity. However, uncertainty exists regarding the outcome of the investment.

If a firm faces an unsatisfactory outcome in response to the innovation made and if it occurs multiple times, then it will

become, relative to other firms, a less-performing firm. This dynamic approach is more interesting in our case than in the

static one. A whole tranche of literature focuses on those situations where all firms, exporting or not, can face a loss of

performance. The literature on firm failure has highlighted the existence of a “shadow of death”, which refers to a lower

productivity per exiting firm relative to incumbents even several years before the exit. Griliches and Regev (1995) were

the first to highlight this phenomenon, where firms that will exit face a loss of productivity multiple years earlier; both

Kiyota and Takizawa (2007) and Blanchard et al. (2014) find the same fact.

Kiyota and Takizawa (2007), using a duration model approach, confirm the findings of Griliches and Regev (1995)

of a shadow of death for Japanese firms. They also point out the importance of taking into account the unobserved

heterogeneity in order to avoid underestimating the impact of performance indexes, such as productivity and firm size, on

the probability of remaining on the market. Blanchard et al. (2014) try to explain the probability of exiting the market with

the standard efficiency indexes (productivity and size, for example) but also with sunk costs of the firm. They conclude

that the shadow of death exists for French firms, but they also find that sunk costs prevent exit. Consequently, market exit

does not represent a sudden event; however, a much longer and downward trend of efficiency seems robust.

A key factor of exit is firm-level productive efficiency at the moment of failure, not just past trends. Empirically, a

robust negative relationship exists between productivity and failure. Bellone et al. (2006), for example, use the same

methodology as Kiyota and Takizawa (2007) with a duration model and draw conclusions about both the dynamics and

the level of productivity. First, incumbent firms that are exiting face a lower efficiency level, measured by TFP, profitability,

and size. Second, years before exit, firms face a negative trend for all efficiency indicators, concluding those regarding the

existence of the shadow of death.

The study by Foster et al. (2008) estimates both physical and value TFP. Using the IV methodology, they find that

plants with lower productivity levels, either in value or in quantity, are more likely to exit than others. However, they do

not take into account the fact that we cannot assess whether the plant’s decision to exit is a selection process-related event

as straightforwardly as for firm-level exit. The plant’s parent company decides plant closure and is more an optimization

strategy than a situation that an establishment endures.

Blanchard et al. (2012) compute TFP and sunk costs at the firm level and Herfindahl’s concentration index at the
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industry level. They then run a pooled and random effect panel probit. They find a positive and significant correlation

between the probability of survival and productivity, age, and sunk costs. Therefore, the more efficient a firm is, the lower

its probability of leaving the market. Similar to age, a firm learns if it is fitted for production after it starts to produce.

For this reason, after the first five years, the exit rate declines. In addition, if a firm is not very efficient when entering

the market, by innovating and improving its level of productivity, it can stay in the market, as Ericson and Pakes (1995)

demonstrate with the active learning process. Brandt et al. (2012) also find a negative and robust correlation between

exiting firms and productivity.

2.3 Defaulting exporters

Event though broad strands of literature focus on exporting and defaulting firms, the extant research has paid little

attention to the relationship between exporting and firm closure. Bernard and Jensen (1999), for example, find that firms

that exported in the previous year have a lower probability of market exit than non-exporters. However, they take into

account the possible endogeneity of the export choice by taking the lag of the exporting status. We can argue that it does

not perfectly take into consideration the export decision, which can lead to a selection bias of the prior exporting status.

This bias can then lead to a possible bias in the estimation of the impact on the survival of export activities.

Other related studies focus on the entry and exit of export markets and their impact on firm survival. Girma et al.

(2003) examine the consequences of export market exit on firm performance. Based on the PSM methodology, the authors

estimate the probability of exiting export markets using TFP as the productivity index; employment; the share of output

exported; the number of years as an exporter, expressed in logarithm form; and industrial dummies. They match firms

on the predicted probability, and then conducted a difference-in-differences estimation to assess the effect of leaving the

export market on productivity, employment, and output. They find that exiting export markets immediately negatively

impacts all firm outcomes. However, only productivity does not suffer as a result of exiting in the long run. The authors

explain that firms gain experience from previous exports through a “learning by doing” effect. Firms compete against

better-performing firms and therefore learn about those firms’ best practices. Nevertheless, due to the lack of domestic

opportunities, output faces the largest, most significant, and most durable fall. In addition, the negative effect is also

persistent for employment.

The study by Wagner (2013) highlights a stronger relationship for German firms between imports and firm survival.

He shows that when he disentangles exporters from exporters and importers (two-way trade), being an exporter does not

protect significantly against market exit after controlling for firm size, labor productivity, and multiproduct characteristics.

In other words, there are trader survival premia: the risk of exit is lower for importers and for firms that both import

and export than for exporters. He explains these results with the choice of diversification for exporting firms only. These

companies do not want to suffer the economic cycle of the domestic market if it is not favorable. Therefore, they expand

to counteract this risk. However, that does not mean they are more efficient than other firms. In contrast, importers,

especially two-way traders, are more integrated into the international market than exporters, which is a sign of efficiency.
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In the case of Vicard (2014), the paper focuses on the relationship between export decisions and the probability of firm

survival. In this paper, firms can fall into three categories: a firm can be only domestic, a new exporter, or an incumbent

exporter. He uses a PSM to match new exporters with domestic firms before they enter into the export market. He finds

that incumbent exporters have a lower probability of default in comparison with new exporters, mainly because the new

exporters face a higher probability of leaving the export market. In addition, after exiting export markets, exporters have

a higher probability of default than similar domestic firms, highlighting that exporting contains risk. In other words,

exporting does not prevent firms from defaulting, but it increases the probability of going into bankruptcy for former

exporters compared to similar domestic-only firms that do not choose this path. These firms return to their level of

productivity and factors of production from before they began to export, but they still have a higher level of debt as a result

of the export activities they stopped. Therefore, they cannot sustain this level of indebtedness and also exit the domestic

market.

The question remains of why a significant share of exporters are involved in a collective procedure. The existence of sunk

exit costs can explain the persistence of exporters’ status. Consequently, firms may remain active in export markets as

long as the value of continuing to export exceeds the exit costs. Bernard and Jensen (1999) highlight that in switching to

domestic activity only, exporters exhibit bad performances afterwards. In leaving export markets, firms face difficulties. A

level of sunk costs that is too high can cause these difficulties, which are illiquid assets that are no longer available for use.

The literature has not been able to disentangle sunk costs due to domestic activity and those due to foreign activity.

We can ask whether the additional sunk costs act as a barrier to exit or if they increase the financial difficulties faced by

firms. The idea behind this question is that the assets invested in sunk costs will not be available if the firm faces difficulties

reimbursing its creditors. The firm’s situation may worsen, and it will end with an insolvency. In this paper, we propose

a new methodology to separate sunk costs due to domestic activity and those due to foreign activity and see how they

interact with the default probability.

3 Empirical strategy

3.1 Data

To implement our analysis, we use two central databases. The first one we use is the official bulletin of civil and com-

mercial announcements database (BODACC thereafter), which gives us information about the firms that were in default

between 2008 and 2016. In France, the BODACC provides information on legal procedures. There are three different

procedures for companies in distress (from the least intrusive to the most intrusive): the safeguard procedure, the reorga-

nization procedure, and the liquidation procedure. The safeguard procedure, introduced in 2005, is relatively new. This

procedure aims to allow firms that face a critical situation but are not declared insolvent to maintain their business activity

and level of employment while also regulating liabilities. At the end of the safeguard plan, the procedure can be converted

to a reorganization or liquidation procedure depending on the situation of the debtor. The judicial administrator can have

an active or a passive role: the decision power of the debtor will be reduced at the expense of the administrator in case
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of an active mission. This procedure can last ten years at most for all companies except for farming companies (fifteen

years).3

The liquidation procedure, similarly to the reorganization procedure, can be triggered only if the firm is in a state

of insolvency. It can be opened either after the reorganization procedure if it fails or after a safeguard procedure if

the company became unable to reimburse its creditors or directly opened after the insolvency if the firm is considered

impossible to save. It lasts for two years maximum and is completed only if liabilities are completely reimbursed or if

assets are extinguished. Safeguard procedures can be started without insolvency, so the court has to state if the company

needs its help. This rule is not as clear as the insolvency rule. For this reason, we will focus on the liquidation and

reorganization procedures.

The second database includes annual French customs data over the period 1993-2015, which provides us with firm-

level data on trade.4 French customs uses the European Combined 8-digit Nomenclature (CN8).5,6 We classify markets

according to their ease of access. We consider a market easy to access when it is part of the European Union and difficult

otherwise.7

In addition, for firm-level information, we use the Unified Corporate Statistics System, the File approaching the results of

the Elaboration of Annual Statistics of Companies, the Annual Declaration of Social Data and the Financial Links between

Enterprises Survey (FICUS, FARE, DADS, and LiFi, respectively). First, we use FICUS and FARE to obtain information

about the accountability of French firms. Those databases contain comprehensive information about, for example, assets,

materials, revenue, and value-added. The data began in 2000 and ended in 2014. Then, we use the DADS database,

which groups all the information about firms’ human capital. FICUS and FARE contain this information as well, but DADS

is more reliable since the data are more accurately gathered. We use the labor variable from this database to estimate the

production function. Since the literature pointed out the impact of being part of a group, we use LiFi, which illustrates the

financial links between firms, to evaluate firms’ group membership. We restrict our sample to firms that have more than

five employees and €5,000 of tangible assets so that we do not have to deal with the measurement problem due to small

firms. We also restrict our sample to the 2006-2014 period.
3A simplified safeguard procedure exists for large firms. To be eligible, the firm has to have at least 20 employees, a turnover greater than €3,000,000

before taxes, or a balance sheet greater than €1,500,000. The plan must be voted by creditors who detained at least two-thirds of the total debt. Note
that a regular simplified procedure is different from a financial simplified safeguard procedure (which concerns firms deeply indebted to banks, with the
majority of their financial creditors’ supports).

4Exports at the product level are available for more than 230 trading partners.
5Some flows are exempt from declarations.
6Within the European Union, French exporters declare their shipment if their cumulated export value for a given year exceeds €460,000. This threshold

has changed over the period: the limit was F250,000 from 1993 to 2001, F650,000 from 2001 to 2006 (€100,000), €150,000 from 2006 to 2011, and
€460,000 since 2011. This threshold can be an important limitation when the number of firms is the main concern. Concerning exports to non-European
countries, the threshold is lower (€1,000).

7We distinguish markets this way because there is not enough heterogeneity to differentiate firms otherwise. In our database, almost all firms export to
an easy market, defined by Chaney (2014) as a foreign market (or its neighbor) in which some French firms already operate (because of trade networks).
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3.2 Key variables

3.2.1 Economic performance index

A broad range of indexes and proxies such as labor productivity or total factor productivity (TFP thereafter), also known

as multifactor productivity, are generally utilized to assess firms’ performance. The latter is the firm productivity that we

cannot explain by the observable inputs; it is the contribution to the output of other inputs not used in the production

function as well as the technological efficiency.

𝑌 = 𝑓(𝑋1, ..., 𝑋𝑛) (1)

A common form used in the literature is the Cobb-Douglas production function.

𝑌 = 𝐴𝑖𝑡𝐾
𝛼𝐾
𝑖𝑡 𝐿𝛼𝐿

𝑖𝑡 (2)

Levinsohn and Petrin (2003) use a control function methodology to control for both the simultaneity and the selection bias

in the OLS estimator of the production function.8 To do so, they propose a two-step estimator, with a proxy that allows

for identifying the labor and the capital intensity, the intermediates inputs. In the first step, they use a semi-parametrical

function, with the non-parametric part estimated by a third-order polynomial function of intermediates and capital. This

step estimates the labor elasticity, and then, the results are injected in the second step, which estimates the capital elasticity.

Then, the estimation of the production function can be computed for each firm to find the value of log(𝐴𝑖𝑡), which is the

variable tfpit. Knowing that TFP is the intrinsic productivity of the firm (i.e., the part that does not rely on capital and

labor) makes it an interesting measure of firms’ efficiency.

(1) (2) (3) (4) (5) (6)
Food products,
beverages,
and tobacco

Other industrial
products, coking
and refining

Electrics,
electronics, and

informatics products

Transporting
materials

Clothing
industries

Wood
and paper
industries

l 0.537*** 0.613*** 0.554*** 0.637*** 0.652*** 0.617***
(0.012) (0.007) (0.015) (0.031) (0.014) (0.015)

k-1 0.185*** 0.300*** 0.357*** 0.246*** 0.341*** 0,229***
(0.013) (0.011) (0.025) (0.050) (0.035) (0.024)

# of obs 65,419 153,000 34,424 8,797 16,286 34,537
Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 1: Estimation of total factor productivity, 2006 – 2014

The estimations in the Table 1 show heterogeneity between manufacturing sectors on how production factors impact

the value added. The electricity, electronics and informatics products sector is the most capital-intensive industry, while

the clothing industry is the most labor-intensive sector and the second most capital intensive. On the other hand, the

food products, beverages and tobacco industry is less capital and labor intensive. Moreover, all these industries comprise
8For more details, see Appendix B.
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roughly two-thirds of labor and one-third of capital, which is consistent with the literature.

3.2.2 Export sunk costs: an identification using propensity score matching

Theoretically, we can make a clear distinction between the sunk costs supported by firms to access the domestic market

and those supported to access the export market (Melitz, 2003; Yi and Wang, 2012). By contrast, in the data, we can

control only for the presence of overall sunk costs, but it is not possible to disentangle them. However, we can think of

the sunk costs directed to the export activity as the difference between the global sunk costs of the exporting firm and the

sunk costs linked to the domestic market. This difference can be estimated due to the matching methodology, which allows

comparison between treated firms and their constructed counterfactuals. In addition, knowing that the decision to export

is not a random process, matching the firms will allow us to randomize the treatment allocation. Using this property, we

can subtract the sunk costs of non-exporters, which are statistically identical to exporters. We will consider this difference

to be the sunk costs directly linked to export activity.

This methodology will allow us to compute the two kinds of sunk costs for each exporting firm each year. Thus, because

we will calculate it by firm and by year, Mundlak’s methodology (Mundlak, 1978) allows us to control the individual

unobserved heterogeneity in our primary model. The critical steps are the matching methodology used and the variable

choice. We will perform PSM, and the model retained will be discussed later.

The literature frequently uses the method of PSM proposed by Rosenbaum and Rubin (1983). This is a convenient

methodology because it allows us to obtain a single index built from the observed characteristics of firms to match treated

firms with non-treated firms. Its central component is the choice of independent variables, so we have complete indepen-

dence between the unobserved characteristics and the outcome, the sunk costs related to firms’ export activity. Conse-

quently, we must use all the explanatory variables of the decision to export in the model to discriminate the sunk costs

related to exports.

Hence, we can see this approach as a way to explain the difference in export status between two firms that are statis-

tically identical, where the decision to export is a random process. This probability is estimated with a probit using the

data available between 2006 and 2014.

ℙ (𝐸𝑥𝑝𝑜𝑟𝑡𝑖𝑡 = 1 | 𝑋𝑖𝑡) = Φ (𝛽0 + 𝑋′

𝑖𝑡𝛽 + �̄�′

𝑖.𝛾 + 𝑆′

𝑖𝑡𝛿 + 𝜀𝑖𝑡) (3)

Since the choice of the covariates is crucial to obtaining a good quality of matching, we follow Roberts and Tybout (1997)

and Vicard (2014) to predict the export choice. We use a set of industry dummies at the two-digit NACE level (Sit), a

dummy of foreign ownership, and a dummy of importer status. We also use the logarithm of continuous variables, such

as the lag of the productivity index of the firm, age, tangible assets, and the number of employees. Except for the age

variable, we also use each variable’s first difference to control the dynamic of the firm. Growing and more efficient firms

should have an increased probability of being exporters. We use a probit model with Mundlak’s methodology to control

for individual unobserved heterogeneity. Then, we match the firms by year, using the five nearest neighbors, with a caliper
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of 0.01. We estimated six models, as shown in Table 6 and in Appendix F.1. In the first and fourth models, the models are

estimated without the first differences variables, while in the other models, they are estimated with the first differences

variables. Moreover, we estimate the first three models without and the following models with the Mundlak methodology.

We obtain the following results in Table 6.

The major difference between them is the significance of the coefficients. With the Mundlak method, the coefficients are

not as large, and some are no longer significant. For example, being part of a group with foreign capital is not significant

when we control for the individual unobserved heterogeneity. Moreover, firms’ age has a negative effect on the last three

models, while it was positive in the first three. This situation leads to an overestimation of the contribution of those

variables.

(1) (2) (3) (4) (5) (6) (7)

Variables‡ All manufacturing
industries

Food products,
beverages,
and tobacco

Other industrial
products, coking
and refining

Electrics,
electronics, and

informatics
products

Transporting
materials

Clothing
industries

Wood
and paper
industries

Foreign groupit 0.078 0.186 0.097 0.075 0.174 -0.279 0.056
(0.064) (0.182) (0.083) (0.174) (0.382) (0.315) (0.180)

Importerit 0.649*** 0.470*** 0.740*** 0.628*** 0.534*** 0.942*** 0.324***
(0.032) (0.108) (0.042) (0.093) (0.167) (0.141) (0.078)

Log TFPit-1 0.015 -0.037 0.029 -0.010 -0.066 -0.039 0.028
(0.013) (0.042) (0.018) (0.037) (0.068) (0.065) (0.033)

Log number of employeesit-1 0.481*** 0.774*** 0.390*** 0.574*** 0.530** 0.840*** 0.478***
(0.051) (0.153) (0.069) (0.174) (0.221) (0.218) (0.128)

Log liabilitiesit-1 0.083*** 0.063 0.083*** 0.057 0.199 0.141 0.083
(0.023) (0.071) (0.031) (0.073) (0.127) (0.103) (0.057)

Log ageit-1 -0.123** -0.734*** -0.152* -0.066 0.623** -0.104 0.002
(0.060) (0.200) (0.080) (0.188) (0.311) (0.288) (0.160)

ΔLog TFPit-1 -0.015* 0.032 -0.022* -0.016 -0.029 0.045 -0.030
(0.009) (0.026) (0.012) (0.023) (0.036) (0.044) (0.024)

ΔLog number of employeesit-1 -0.217*** -0.431*** -0.209*** -0.139 -0.491** -0.196 -0.065
(0.043) (0.114) (0.059) (0.149) (0.212) (0.189) (0.106)

ΔLog liabilitiesit-1 -0.029 0.040 -0.051* -0.039 0.034 -0.058 -0.008
(0.022) (0.065) (0.030) (0.076) (0.120) (0.102) (0.054)

ΔForeign groupit -0.016 -0.115 -0.007 -0.024 -0.459* 0.139 0.025
(0.049) (0.131) (0.067) (0.153) (0.257) (0.225) (0.129)

ΔImporterit -0.158*** -0.132* -0.181*** -0.152** -0.182 -0.289*** -0.049
(0.021) (0.072) (0.028) (0.067) (0.114) (0.089) (0.053)

Constant -9.324*** -13.332*** -7.432*** -8.437*** -6.419*** -6.447*** -7.888***
(0.179) (0.624) (0.541) (0.512) (0.824) (0.587) (0.431)

# of obs 228,939 48,296 111,700 25,311 6,575 11,714 25,343
# of firms 36,371 7,847 17,793 4,067 1,081 1,940 4,117
Industry FE Yes Yes Yes Yes Yes Yes Yes
AUC 0.899 0.906 0.879 0.895 0.906 0.896 0.819
Log-likelihood -59,364 -7,753 -31,963 -5,514 -1,805 -2,832 -9,033
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 2: Probit models for propensity score matching
‡ We introduce intra-individual means of variables as regressors to control for possible correlation between co-variables and unobserved individual
heterogeneity, following the methodology proposed by Mundlak (1978).

Interestingly, the growth in productivity index, liabilities, and number of employees are negatively correlated with the

probability of export. Furthermore, becoming an importer decreases the probability of becoming an exporter. Being part

of an international group does not seem to have an impact, including on the performance of the firm. However, being an
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Figure 1: Average amount of sunk costs – All manufacturing industries

importer and being a big company in terms of both employment and liabilities significantly raise the probability of being

an exporter, while the age of the firm decreases it.

However, the models estimated with Mundlak’s method do not differ fundamentally. All the variables share the same signs

and significance, and the areas under the curve are not different. Since our models have a high rate of good prediction,

the quality of our matching should be good. The pseudo-log-likelihoods differ quite a lot. The value added of the Mundlak

methodology seemed crucial.

The essential hypothesis behind the PSM is the non-omitted variable hypothesis. One way to control for this possible

bias is to compute the area under the curve (AUC) of the receiver operating characteristic (ROC) curve. The closer it is to

1, the better the model predicts the treatment’s assignment. We have a consistent result with an AUC of approximately 0.9.

In model (5), we obtain a 90% good prediction throughout the different models. We can be confident in this assumption

of non-omitted variables. However, each industry differs from another, even when dealing with the manufacturing sector.

Simply adding industry fixed effects to the model cannot take into account these specificities. For this reason, we estimate

this model for every sector at the same industry level we use to estimate our productivity index. The results are shown in

Table 2.

Even if we do not have the same prediction rate for every sector, the AUC never drops below 80%, which is a good

prediction rate. Moreover, as shown in Table 7, the number of firms matched is also critical. The number of observations

is lower since we use some lagged variables’ first difference in our model and, for non-continuous exporters that do not

export continuously, all the observations cannot be matched.9 When the domestic sunk costs are assessed, we subtract
9For those observations, we infer a value for the domestic sunk cost that is equal to the minimum of the domestic sunk costs average and the sunk

costs observed.
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these computed sunk costs from those already observed.10 The sunk costs linked to export and the domestic market differ

between firms in distress and continuing firms and between firms in distress before and after triggering the procedure,

as shown in Figures 1 and 11 and Table 5. Therefore, the firms in distress, while they have less sunk costs than overall

incumbents, seem to have an excess of costs before triggering the procedure, and they try to eliminate it, either to reim-

burse their creditors with them in the case of a liquidation procedure or to lower their liabilities. Since the gap between

incumbents and defaulting firms is quite large, it seems to point to a negative relationship between sunk costs and default.

Nonetheless, we do not take into account other variables influencing the default. The following control variables will be

considered.

3.3 Control variables

We obtain our control variables by calculating them if they are not already available. We can compute deflated firms’

assets (both tangible and intangible), the industry’s concentration index, and the minimum efficient scale. We utilize

Herfindahl’s concentration index. It is computed at the two-digit NACE level as follows:
𝑁𝑗

𝑡

∑
𝑖=1

⎛⎜
⎝

𝑌𝑖𝑡

∑𝑁𝑗
𝑡

𝑖=1 𝑌𝑖𝑡

⎞⎟
⎠

2

× 1000 (4)

where 𝑌𝑖𝑡 is the output of firm i at time t. It ranges between 0 and 1000, the latter being the less competitive sector possible

and 0 being the value for the market with the most competition. The minimum efficient scale is defined by Comanor and

Wilson (1967) for each sector as
1

𝑁Ω
∑𝑖∈Ω 𝑌𝑖𝑡

∑𝑖 𝑌𝑖𝑡
(5)

where Ω is the subsample of the largest firms accounting for 50% of the output in each sector. Finally, T is the vector of

the time dummies. For the concentration index and the MES, we utilize the deflated value-added as a measurement of

the output from FICUS and FARE. Using the LiFi database, we can construct a dummy variable of a group membership.

If a firm is part of a group, either as the group’s head or as the subsidiary, then the group variable is equal to 1, and 0

otherwise. In our sample, 11,902 firms out of 31,975, which means approximately 37% of our sample, are part of a group.

We also try to consider the risk of operating in the export market. Following Ghosal (2010), we estimated the root mean

square error of a model that explains export turnover by its lags. However, we do not have enough observations by firm to

use some basic time-series models, such as autoregressive models, so we had to estimate this model using OLS. However,

this estimation is far from satisfactory because of both the method and the number of periods available.11 Therefore,

we prefer to use the number of destination countries and the share of easy destination countries. The idea behind this

approach is quite straightforward, since the more a firm exports to different countries, the more this export activity will

generate sunk costs to sustain this activity. These sunk costs have various sources, e.g., the adjustment costs induced by

entering into a market with different regulations and consumer preferences. This approach of using customs data with the

information available at the firm-product-destination level is an innovative way to tackle real options models.
10We use the maximum of 0 and the difference between the two sunk costs.
11We tried to use it in our estimations, but due to data limitations, it does not seem to be a fitting measure of the risk we can use in our case.
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3.4 The probit model

We aim to explain why a substantial share of export firms are insolvent. To estimate the impact of exporting on the

probability of default, we use the following probit regression model:

ℙ (𝐷𝑒𝑓𝑎𝑢𝑙𝑡𝑖𝑡 = 1 | 𝑋𝑖𝑡) = Φ (𝛽0 + 𝛽1tfpit + sunk_costs′
it𝜃 + 𝑍′

𝑖𝑡𝛾 + 𝛼𝑖 + 𝜀𝑖𝑡) (6)

where tfpit is the performance index we will use for firm i at year t, sunk_costs′
it is the vector containing the amount of sunk

costs related to the export activity and the one related to the domestic activity of firm i at year t. Zit is the vector of control

variables; for example, Groupit is a dummy equal to 1 if the firm is part of a group and 0 otherwise. Concit is the Herfindahl

concentration index, and mesjt is the minimum efficient scale of the industry j at the year t, in logarithm form. We will also

use the number of products exported by the firm, nproductit, and the number of destination countries, ncountryit. We will

use this model with Mundlak’s methodology. Since we cannot use within transformation due to the incidental parameters

problem12, Mundlak allows us to control for possible correlation between our observable explanatory variables and the

unobserved heterogeneity. Moreover, to control for the shadow of death effect, we will use lags of the sunk costs, the

performance index, and being part of a group (either foreign or not). Furthermore, since those two previously explained

interest variables are generated regressors, we have to estimate our standard errors using bootstrapping. However, some

difficulties may arise.

First, how can a defaulting firm be considered? The French National Institute of Statistics (INSEE) considers the

default as the entry into a legal procedure (either liquidation or reorganization). Nonetheless, we cannot strictly apply

this definition at year t. Although firms have to give information about their accounting, most of them do not provide this

information several years before (most of them two to three years). For this reason, missing values arise in our samples

before the date of entrance in the BODACC. Consequently, the default will be defined as entering a legal procedure in the

following three years (see Figure 2). We use this definition in consideration of the number of firms disappearing from the

database in the years before the default. Thanks to this definition, we can consider a larger number of defaults in our

analysis. In Figure 2, we take the example of a firm that appears as defaulting in the BODACC database two years after we

last see it in other databases. Second, how can we assess the performance of a firm? The third and last difficulty is how to

Figure 2: Example of the computation of the default variable

distinguish the sunk costs based on the market, either domestic or export? The methodologies we exposed in the previous
12For more information, see Wooldridge (2010) Part IV, Chapter 15 Section 8.2, or Greene (2004).
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sections allow us to overcome them (see Section 3.2.1 and Appendix B for TFP and Section 3.2.2 for sunk costs).

4 Results

4.1 Statistics

After the estimation of the productivity index, we can compare the productivity of the different categories of firms. We

categorized firms in terms of whether they are in default or not, whether they export or not, the destination of the products

shipped, and whether defaulting firms are observed before or after the procedure has been triggered. We also created five

quintiles of productivity by sector to see the distribution of the firms. As the figures in Appendix C show, non-defaulting

firms that do not export and the ones that stopped exporting either a long time ago (i.e., between 10 and 15 years) or a

short time ago (i.e., 5 years) have similar distributions of productivity, which is skewed towards the less efficient firms in the

first two quintiles. Current exporters also have similar distributions. They are skewed towards the most productive firms in

the last two quintiles. We also find that short-term export status history has a larger impact on productivity than long-term

export status history. For example, in Figure 5, firms that continuously exported for two years have a higher productivity

than firms that exported two years ago, stopped exporting the year after and exported again in year t. Moreover, when

we consider the last year of exporting, whether firms are continuous exporters or not, the distribution of productivity is

more skewed towards the 5th quintile when they export in t instead of when they export for the last time in t-1 or before.

Therefore, there seems to exist not an exporter productivity premium but a continuous exporter productivity premium,

and current export status is more relevant than previous export status.

Now, non-exporting firms and those that exported at least once since the beginning of the period have a very different

distribution of productivity than firms that have more regular export activity. Non-exporters have a relatively even distri-

bution between the 1st and the 4th quintiles, but a bit less for the 5th, while exporters have a distribution skewed toward

the 4th and 5th quintiles. This finding confirms the higher productivity of exporters compared to purely domestic firms, as

exposed first empirically by Bernard and Jensen (1999) and then theoretically by Melitz (2003). Nevertheless, considering

the default in the three next years (see Section 3.4), the distributions of productivity between non-exporters and exporters

are similar. In this case, more than 60% of firms are in the first two quintiles. Nevertheless, more than 20% of exporters

– considered the most efficient firms – are involved in a collective procedure or become involved in one in the following

three years. Does export status protect from difficulties? Alternatively, does the way they export matter the most?

It appears counterintuitive that one-fifth of exporters are among the less-performing firms. A possible explanation could

be that the too high level of sunk costs prevents exporters from leaving this market. This hypothesis is plausible since we see

that being subject to an insolvency procedure creates a significant difference in the average number of products exported.

The same phenomenon also occurs for the number of destination countries. Notably, we observe, on average, significant

decreases of 1.31 (resp. 0.75) products exported (resp. destination countries) per firm after the collective procedure is

triggered. Therefore, for the firms in distress, the destination of export seems crucial, as pointed out by Bernard et al.

(2011) and Fontagné et al. (2018). However, it should be noted that when a firm is involved in an insolvency procedure,
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an administrator named by the court is in charge. Therefore, the decision to decrease the number of destinations and

products exported can be made by the administrator. The administrator can also decide to focus on some core products in

those difficult times. Thus, we see a gap between defaulting and non-defaulting firms. This gap also exists for the export

sunk costs, as shown in Figures 1 and 11. Therefore, are the levels of sunk costs too high for firms to sustain their activity,

particularly export activity? Does the gap between non-defaulting and defaulting firms in terms of sunk costs prevent exit?

This will be discussed in the next section.

In Figure 10, we see that exporting firms that are not in default export more products than defaulting firms before

the default arises. The same conclusions arise concerning the number of destination countries. It appears that exporters

involved in a collective procedure do not perform as well as the other firms in the export market. Firms becoming less

efficient compared to domestic and other export firms have no choice but to exit the market. If we go further into detail,

we can see that the destination can be another factor. Now, we will compare the average number of products exported

before and after the procedure is triggered, and depending on the export destination, we can see different things. First,

if the firms are exporting to neighboring countries, the number of products shipped does not decrease significantly. This

phenomenon is even truer if the destination countries are EU bordering countries. Similarly, if the destination is a non-

bordering EU country, the decrease is not significant, either. Therefore, if the destination countries are within the EU,

regardless of whether they are bordering or not, the reduction in the number of products exported is not significant. In

contrast, if the destinations are non-bordering countries outside the EU, then the decline is both important and significant.

A plausible explanation is the sunk costs. We can see that the costs to export to the nearest neighbor are low enough

and thus are not significantly different from the domestic market. Hence, these firms do not have any incentive to leave.

Conversely, it may seem too costly to continue serving markets that are outside the EU and far from France. Therefore,

these findings suggest that firms refocus their activities towards less costly ones. However, this step seems to happen only

after insolvency, while in this paper, we are focusing on the determinants of insolvency.

To summarize, exports to the ”easy” market are still sustainable for firms in distress, but they reduce their exports to

more difficult destinations. This can be a sign of less competitiveness towards other French exporters, but also indigenous

firms in the foreign market. Moreover, the firms in distress that are trying to disengage themselves progressively from those

difficult destinations, as shown in Figure 10, gradually reduce their amount of sunk costs linked to the export market, but

only after the triggering of the procedure. Thus, the sunk costs will act as exit barriers. If this assumption is verified,

then we will have a good explanation of why exporters are still exporting while being in a collective procedure, and the

theoretical background will remain valid. Otherwise, it will mean that other variables are at stake and are not controlled

for with those statistical analyses. To confirm this hypothesis, we must find a way to infer the part of the sunk costs linked

to the export market and then evaluate the dynamic of the sunk costs years before the entry into a collective procedure.

Doing so will help exporting firms reduce sunk cost pressure, but it is not enough to stop their export activities.
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(1) (2) (3) (4) (5) (6) (7) (8) (9)
Variables(a) All Continuous

With exporter status Without exporter status
tfpit -0.177*** -0.174*** -0.112*** -0.182*** -0.202*** -0.139*** -0.183*** -0.183*** -0.143***

(0.025) (0.024) (0.037) (0.030) (0.029) (0.033) (0.028) (0.033) (0.036)
tfpit-1 -0.064*** -0.059*** -0.070** -0.065*** -0.067** -0.083*** -0.071** -0.076*** -0.104***

(0.025) (0.022) (0.034) (0.025) (0.027) (0.030) (0.030) (0.029) (0.036)
tfpit-2 0.013 0.038 0.015 0.040 0.010 0.026

(0.028) (0.031) (0.026) (0.028) (0.026) (0.033)
tfpit-3 0.058* 0.060** 0.044

(0.032) (0.030) (0.036)
Sunk costs:
Exportit 0.064*** 0.062*** 0.051** 0.048** 0.055** 0.043 0.120*** 0.117*** 0.123***

(0.022) (0.022) (0.025) (0.023) (0.024) (0.027) (0.026) (0.034) (0.038)
Exportit-1 0.035*** 0.024** 0.045** 0.035*** 0.026** 0.045*** 0.037** 0.021 0.096***

(0.013) (0.010) (0.019) (0.011) (0.010) (0.012) (0.017) (0.014) (0.033)
Exportit-2 0.030*** 0.019* 0.026*** 0.018* 0.029** 0.031**

(0.011) (0.011) (0.009) (0.011) (0.014) (0.014)
Exportit-3 0.022** 0.016 -0.003

(0.011) (0.013) (0.013)
Domesticit 0.137*** 0.133*** 0.112** 0.141*** 0.153*** 0.134*** 0.148*** 0.142*** 0.127***

(0.036) (0.035) (0.044) (0.037) (0.033) (0.041) (0.036) (0.047) (0.038)
Domesticit-1 0.030 0.025 0.093** 0.028 0.024 0.098** 0.024 0.028 0.095**

(0.032) (0.028) (0.042) (0.031) (0.033) (0.039) (0.036) (0.030) (0.039)
Domesticit-2 -0.017 -0.023 -0.019 -0.025 -0.044 -0.057

(0.025) (0.027) (0.023) (0.030) (0.029) (0.039)
Domesticit-3 0.006 0.001 -0.015

(0.035) (0.033) (0.032)
Exporterit-1 -0.111 -0.075 -0.129

(0.093) (0.077) (0.125)
Exporterit-2 -0.091 -0.092

(0.081) (0.096)
Exporterit-3 -0.038

(0.088)
Group:
Foreignit -0.305*** -0.309*** -0.349** -0.335** -0.296** -0.332** -0.333** -0.336*** -0.307*

(0.102) (0.112) (0.161) (0.137) (0.126) (0.143) (0.135) (0.110) (0.165)
Foreignit-1 -0.549*** -0.513*** -0.520*** -0.572*** -0.531*** -0.542*** -0.523*** -0.493*** -0.564***

(0.086) (0.104) (0.123) (0.094) (0.104) (0.133) (0.107) (0.097) (0.141)
Foreignit-2 -0.100 -0.369*** -0.087 -0.382*** -0.090 -0.347**

(0.087) (0.121) (0.070) (0.133) (0.079) (0.147)
Foreignit-3 -0.120 -0.098 -0.095

(0.087) (0.079) (0.113)
Allit 0.160** 0.183** 0.179** 0.154** 0.203*** 0.201** 0.217** 0.235*** 0.291**

(0.076) (0.079) (0.089) (0.071) (0.077) (0.090) (0.104) (0.085) (0.120)
Allit-1 0.328*** 0.199*** 0.157* 0.349*** 0.186** 0.147* 0.309*** 0.192*** 0.118

(0.084) (0.071) (0.087) (0.073) (0.073) (0.087) (0.103) (0.074) (0.108)
Allit-2 0.413*** 0.314*** 0.414*** 0.309*** 0.384*** 0.328***

(0.077) (0.079) (0.067) (0.091) (0.090) (0.110)
Allit-3 0.361*** 0.375*** 0.450***

(0.098) (0.090) (0.119)
Concit 0.001 0.001 0.002 0.001 0.000 0.002 0.003 0.003 0.007

(0.004) (0.005) (0.006) (0.004) (0.005) (0.005) (0.006) (0.006) (0.006)
mesit 0.684 0.750 1.442 0.732 0.726 1.428* 0.378 0.427 1.269

(0.732) (0.754) (0.883) (0.671) (0.722) (0.830) (0.812) (1.109) (1.072)
Constant 6.024 6.508 10.70 7.647 9.982 12.610 15.220* 15.520 22.180**

(7.384) (7.336) (9.188) (7.003) (7.266) (8.326) (8.281) (10.980) (10.310)

# of obs 103,898 103,898 87,554 103,898 103,898 87,554 75,509 75,509 63,741
# of firms 20,679 20,679 19,835 20,679 20,679 19,835 11,771 11,771 11,558
Sector & Year Yes Yes Yes Yes Yes Yes Yes Yes Yes
Bootstrap 100 100 100 100 100 100 100 100 100
Robust standard errors in parentheses
*** p<0.01, ** p<0.5, * p<0.1

Table 3: Probability of being involved in a legal procedure in the next 3 years – Model 1
(a) We introduce intra-individual means of variables as regressors to control for a possible correlation between co-variables and unobserved individual
heterogeneity, following the methodology proposed by Mundlak (1978).
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4.2 Probit estimations

Productivity decreases the probability of being in default (Table 3). Additionally, its effect is more significant when the

time of default is closer. This result confirms both our statistics (see Appendix C) and the previous findings of the existing

literature: the decline in productivity is a robust finding in the shadow of death literature (Griliches and Regev, 1995;

Kiyota and Takizawa, 2007; Blanchard et al., 2014).

The estimates provide a counterintuitive result that the more important sunk costs are, the higher the probability of

being in default in the short term. According to the theoretical literature, sunk costs prevent exit because they cannot be

refunded if the firm leaves the market. However, here, sunk costs do not seem to act as a barrier to exit. One explanation

is that the inertia of export activity can be defined as an opportunity cost of leaving a market. Since firms invest in these

foreign markets, they do not want to lose potential opportunities to sell their products. Doing so will shrink firms’ potential

market size. This phenomenon should be heightened when exports are the firms’ main source of revenue. The proportion

of illiquid assets will be too high for firms in distress. Just before they become involved in a collective procedure, their

assets cannot be converted into liquid assets, causing a default of payment. Contrary to what Figure 1 shows, the assets

included in the sunk costs of exporters in distress seem to be larger than those of similar continuing exporters.

The issue surrounding the important portion of assets invested in sunk costs leads to another explanation: the illiquidity

of assets invested in the sunk costs. When a firm is not in good shape, it wants to convert its assets in cash to meet the due

dates of receivables. However, if the amount of sunk costs is too high, the firm may be trapped in an illiquidity situation,

where it cannot reimburse its creditors within 45 days. After this due date, the legal procedure is triggered, either by a

creditor, a prosecutor, or the court itself. It is not the decision of the firm’s leadership. This explanation seems robust since

the sunk costs related to the domestic market have the same effect on the default probability: the estimated coefficients

are either positive and significant or non-significant. Therefore, sunk costs do not act as a barrier to exit but raise the

difficulty of the firm’s survival. This result can also be viewed as a sunk cost fallacy. 13

A last plausible explanation is the sunk cost fallacy. It is generally assumed that the more a firm invests, the more it

tries to be profitable. Nevertheless, if it does not succeed as expected, the firm will invest more in those sunk costs. The

idea behind this phenomenon is quite simple but is not based on rational behavior. If the investment is not profitable, the

firm should stop spending to avoid losing more money. As O’Brien and Folta (2009) note, the sunk cost fallacy is based

on the assumption that people are not able to make decisions in their own best interest. In an incomplete information

economic environment, where we only know the potential outcomes and not the real outcomes, agents have to decide

based on bounded rationality. Hence, we can accept this assumption.

Contrary to the findings of Bernard and Jensen (1999), we find no evidence of a significant impact of past exporter

status on the probability of being involved in a collective procedure. Weak exporter heterogeneity may explain this finding:

more than half of firms are continuous exporters. A way to address this limitation is to focus only on exporting firms. In
13However, because we focus only on the variables that cause entry into in a collective procedure and not what happens afterwards, we cannot draw

conclusions regarding the cause of this reduction of export sunk costs.
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columns (7) to (9) of Table 3, we find the same effects for all the variables; we can then accept the robustness of this result:

past export status does not have any significant effect on default.

Considering that the export activity towards easy and difficult markets can help illustrate how firms deal with risk, as in

real options models, we do not find a decrease in exports to “more difficult markets”. In Table 4 We first estimate a model

with the number of products exported both inside and outside the European Union (columns (1) to (3)). Then, we estimate

another model with the share of exports to an easy market in the total exports made by the firm every year (columns (4)

to (6)). The results show no impact of either the number or the share of the destination market, except for the number

of markets in t, which is slightly significant.14. Nevertheless, the heterogeneity of economic activities and opportunities

within EU countries can be too large to consider all of them as easy markets. Therefore, as a robustness check, we also

consider OECD countries, which should be more similar in terms of economic development, as easy destination countries.

Again, only the number of destinations at the time of default has a positive impact on the default probability. Since the

results reported in the other half of Table 4, i.e. Columns (7) to (12), illustrate the same phenomenon, our findings appear

robust.

Considering that only the number of destination estimations in t is significant, our findings are in line with the predic-

tions of real options model theory. As O’Brien and Folta (2009) notes, the inertia we find here can be logically explained,

especially when sunk costs are high. When facing great uncertainty and a high amount of sunk costs, poorly performing

firms will not exit the market. Exiting the market means losing the stock of the wide variety of sunk costs, such as “strategic

asset stocks”, as defined by Dierickx and Cool (1989), and knowledge, i.e., the innovation savoir-faire, steadily accumu-

lated through the company’s exporting history. Thus, exiting and re-entering the market when the economic environment

is more favorable also means losing competitiveness compared to the pre-exit situation, even if the firm does not perform

well (Dierickx and Cool, 1989; O’Brien and Folta, 2009). For this reason, firms will stay in an inaction zone, hoping for

better times. In light of our findings, it seems that the incompleteness of information, and thus the range of possible

outcomes, is important enough for those firms to stay in a supposedly more difficult and risky business. This description

seems to be in line with the first explanation of the positive relation between the default and export sunk costs: the inertia

of export activity. However, when the firm is in default, the manager does not make decisions anymore. An administrator

nominated by the court now owns the decision power to save the company. The administrator needs to improve the firm’s

situation as quickly as possible. For these reasons, it is logical to reduce the number of markets to which the firm exports

in order to focus on the company’s historical export market, as shown in Appendix D. We observe a similar phenomenon

for the amount of sunk costs after the triggering of the procedure (Figure 1 and Figure 11).

In Table 4, the signs and significance of our productivity index and the sunk costs linked to the export market and

domestic market coefficients do not change compared to Table 3. We still find a positive correlation between firms’ default

probability and their level of sunk costs and a negative correlation with their productivity. Therefore, the slight decrease in

destinations when a firm is, or will be, in default, as seen in Section 4.1, does not seem to hold when we take into account
14Control variables are not displayed here but are similar to those in the primary model shown in Table 3
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multiple factors, such as productivity or sunk costs.15

Regarding the control variables, we also note that group affiliation has a significant impact on firms’ default. When firms

are affiliated with a group (either foreign, domestic, or both), it raises the likelihood of default. However, being part of an

international group lowers the probability of being in default, and it is highly significant. This finding is counterintuitive

when we consider the ”footloose” literature (see, among others, Mata and Portugal, 2002; Bernard and Sjoholm, 2003;

Görg and Strobl, 2003; Alvarez and Görg, 2009). Multinational firms should have a higher probability of exiting than

domestic firms. However, because we are considering a rather particular subsample, exporters, it is only logical to not have

the same conclusions as studies that consider all firms.

Conclusion

In this paper, we have identified that a representative portion of French exporters are in insolvency proceedings. This is

a paradox, as it is well documented in the literature that only high-performing firms export. Higher economic performance

allows firms to sustain additional costs, including sunk costs linked to export activity. As export sunk costs are at the core of

this analysis, we propose an original approach based on a matching method to identify these sunk costs. Firm performance

is measured through firms’ total factor productivity, which is obtained from the estimate of production function by industry.

Furthermore, control for selection bias due to the lack of control for firm heterogeneity in gravity equations, as Helpman

et al. (2008) do, is not enough. From the model developed by Melitz (2003) there is a cut-off point from which the firms

are efficient enough to export. It exists a cut-off point, where the firms are efficient enough to export (extensive margin).

Moreover, due to higher transport costs, the farthest the destination is, the higher the cut-off point is and more efficient

the firms need to be (intensive margin). However, our results suggest that the mechanisms at work are more complex.

From our findings, we can conclude that if the economic performance of the firm is essential for its survival, the larger

the sunk costs are, ceteris paribus, the higher the probability of default is. When we take into account the performance and

the control variables, sunk costs do not prevent exit; instead, they tend to accelerate it. In addition, when firms are at the

precipice of becoming involved in an insolvency procedure, they do not tend to reduce the number of export destinations

until it is already too late to do so. Therefore, due to the high uncertainty of export activity, they are in an inaction zone,

as the real options model predicts. Our contribution is the addition of the accountancy-based decision to enter into an

insolvency procedure. Because the firm’s economic decisions are no longer made by the firm but by the court and its

advisors, they are no longer relevant.

Export decisions contain many risks, and firms may be interested in insuring their exports. This insurance prevents

them from suffering from unexpected exogenous events that jeopardize their survival. However, insuring low-performing

firms will raise the overall risk and thus the amount all firms will have to pay to be covered. This higher amount will raise

the cost of exporting and weaken firms that would have been well managed enough to continue their activity. In addition,

since the investment in sunk costs is too illiquid, it can induce a misallocation issue. As Foster et al. (2001) note, exit has
15We also try to assess the dynamics of products exported, but the models estimated do not seem conclusive.
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a significant role in reallocation. Since exporters have higher sunk costs than domestic firms, they can hinder the market’s

selection process, even if some exporters are involved in a collective procedure.

However, our paper has limitations. For example, we discriminate the sunk costs considering only two markets: do-

mestic and export markets. We do not discriminate among export markets. Moreover, we do not distinguish the products

that firms export. Some products may face fiercer competition than others. Moreover, an analysis of the interaction be-

tween the product and the destination country can improve our understanding of firms’ behaviors within the international

competition context. However, since we focus our study on firm-level data, this approach was outside the scope of this

study; however, it could be developed in future work.
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Appendices

A Legal procedures

Figure 3: French system of legal procedures
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B Total factor productivity

TFP is the firm productivity we cannot explain by the observable inputs. It is the contribution to the output of other

inputs not used in the production function and to technological efficiency.

𝑌 = 𝑓(𝑋1, ..., 𝑋𝑛) (7)

A common form used in the literature is the Cobb-Douglas production function.

𝑌 = 𝐴𝑖𝑡𝐾
𝛼𝐾
𝑖𝑡 𝐿𝛼𝐿

𝑖𝑡 (8)

where 𝐿 and 𝐾 are production factors (labor and capital, respectively), and 𝐴 is the TFP.

Since we can log-linearize this function, we can use linear estimators. However, the estimation of the production

function raises some econometric issues. The first is the simultaneity problem. If the firm knows its unobserved productivity,

then the amount of input used and productivity must be correlated. Hence, the OLS estimator of input elasticities will be

biased. Another problem is that the exit of firms will be endogenous. We can link firm productivity to how well the

company performs in the market. We can also link this performance to the firm’s exit from the market. Therefore, the

firm cannot randomly decide to exit; it should be a consequence of its productivity. In this case, the exit is not exogenous,

which is the other reason why OLS will be biased. To control for these biases, Levinsohn and Petrin propose a solution

using a control function. They do not instrument endogenous regressors but add a proxy variable to control for bias.

Contrary to Olley and Pakes (1996), they propose using materials instead of investment as a proxy. The number of firms

using materials is much greater than the number of investing firms. Except for this difference in the proxy used, the two

papers use the same methodology: a two-step, semi-parametrical estimator. The log-linearized production function takes

the following form:

𝑦𝑖𝑡 = 𝛼0 + 𝛼𝐿𝑙𝑖𝑡 + 𝛼𝐾𝑘𝑖𝑡 + 𝛼𝑚𝑚𝑖𝑡 + 𝜔𝑖𝑡 + 𝜀𝑖𝑡 (9)

where 𝑦𝑖𝑡, 𝑙𝑖𝑡, 𝑘𝑖𝑡, and 𝑚𝑖𝑡 are, respectively, the output, labor, physical capital and intermediate inputs of firm 𝑖 in year 𝑡,

which operate in industry 𝑗 (omitted for readability), while 𝛼0 + 𝜔𝑖𝑡 is the TFP. Here, we allow the variation of technology

across industries. The demand for 𝑚𝑖𝑡 depends on the firm’s capital and productivity:

𝑚𝑖𝑡 = 𝑚𝑖𝑡(𝑘𝑖𝑡, 𝜔𝑖𝑡) (10)

Levinsohn and Petrin also show that we can invert the intermediate demand function, so 𝜔𝑖𝑡 depends on 𝑘𝑖𝑡 and 𝑚𝑖𝑡:

𝜔𝑖𝑡 = 𝜔𝑖𝑡(𝑘𝑖𝑡, 𝑚𝑖𝑡) (11)

In the first step, they estimate labor elasticity, solving

𝑦𝑖𝑡 = 𝛼𝐿𝑙𝑖𝑡 + 𝜙𝑖𝑡(𝑘𝑖𝑡, 𝑚𝑖𝑡) + 𝜀𝑖𝑡 (12)

where

𝜙𝑖𝑡(𝑘𝑖𝑡, 𝑚𝑖𝑡) = 𝛼0 + 𝛼𝐾𝑘𝑖𝑡 + 𝜔𝑖𝑡(𝑘𝑖𝑡, 𝑚𝑖𝑡) (13)
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They use a third-order polynomial approximation in 𝑘𝑖𝑡 and 𝑚𝑖𝑡 in place of 𝜙𝑖𝑡(𝑘𝑖𝑡, 𝑚𝑖𝑡). At this step, the labor elasticity

is estimated. The second stage identifies the capital elasticity. We assume that TFP follows a first-order Markov process,

𝜔𝑖𝑡 = 𝐸[𝜔𝑖𝑡|𝜔𝑖𝑡−1] + 𝜉𝑖𝑡 (14)

where 𝜉𝑖𝑡 is a productivity shock.

Finally, ̂𝛼𝑘, the estimation of 𝛼𝑘 is the solution to the minimization of the squared sum of the sample residuals of the

production function, given as

min
𝛼∗

𝑘

∑
𝑖𝑡

(𝜀𝑖𝑡 + 𝜉𝑖𝑡
⋀

)2 = min
𝛼∗

𝑘

∑
𝑖𝑡

( ̂𝛼𝑙𝑙𝑖𝑡 − 𝛼∗
𝑘𝑘𝑖𝑡 − 𝐸[𝜔𝑖𝑡|𝜔𝑖𝑡−1])2 (15)
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C Distribution of firms according to their productivity

(a) Non-default firms (b) Default firms

Figure 4: Distribution of productivity for exporting firms, whether they export or not

(a) Firms that exported two years ago (b) Firms that exported one year ago

(c) Firms that had exported

Figure 5: Distribution of productivity depending on the short-term history of whether they export or not

29



(a) Non-defaulting exporters (continuous) (b) Defaulting exporters (continuous)

(c) Non-defaulting exporters (d) Defaulting exporters

Figure 6: Distribution of productivity depending on last exporting year, continuous or not

(a) Do not in t – at least once and 5 years ago (b) Do not in t – 10 and 15 years ago
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(c) Do in t – at least once and 5 years ago (d) Do in t – 10 and 15 years ago

Figure 7: Distribution of productivity for non-default exporting firms, whether they export or not in t

(a) Do not in t – at least once and 5 years ago (b) Do not in t – 10 and 15 years ago

(c) Do in t – at least once and 5 years ago (d) Do in t – 10 and 15 years ago

Figure 8: Distribution of productivity for default exporting firms, whether they export or not in t
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D Export behavior according to the firm’s default status

(a) Average number of products exported (b) Average number of destination countries

Figure 9: Non-defaulting vs. defaulting firms, before and after the start of the procedure

(a) Non-bordering EU countries (b) All bordering countries

(c) Bordering EU countries (d) Bordering non-EU countries
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(e) Neither bordering nor EU countries

Figure 10: Number of products exported before and after the procedure’s start by the type of destination country

E Sunk costs per category and industry

All manufacturing
industries

Food products, beverages,
and tobacco

Other industrial products,
coking and refining

Electrics, electronics,
and informatics products

Incumbent Defaulting Incumbent Defaulting Incumbent Defaulting Incumbent Defaulting
Before After Before After Before After Before After

Sunk costs:

Export Mean 4,560.01 706.62 521.57 7,045.10 831.53 538.67 4,299.99 541.23 347.46 3,800.90 1,402.71 882.53
SD 44,546.87 5,217.44 3,713.90 38,236.91 2,378.78 1,426.76 56,000.22 5,444.32 3,695.04 17,337.53 7,839.72 5,341.02

Domestic Mean 2,599.05 791.05 671.95 3,590.24 2,167.03 1,904.76 3,856.96 936.41 796.20 455.98 330.36 344.67
SD 11,508.35 5,053.29 3,802.46 5,942.35 3,326.68 2,719.91 16,025.79 6,961.63 5,250.97 381.13 330.96 357.52

Global Mean 7,158.82 1,497.38 1,190.17 10,635.07 2,998.50 2,443.35 8,156.58 1,477.22 1,143.58 4,256.83 1,732.80 1,227.14
SD 50,387.93 9,515.39 6,872.56 40,844.31 4,733.09 3,818.45 64,834.80 12,288.67 8,781.93 17,427.49 7,931.26 5,431.02

# of obs. 96,211 5,987 1,815 11,954 273 58 46,701 304 910 17,482 1,022 322
Transporting materials Clothing industries Wood and paper industries

Incumbent Defaulting Incumbent Defaulting Incumbent Defaulting
Before After Before After Before After

Sunk costs:

Export Mean 14,793.06 615.68 784.75 1,396.74 431.03 387.31 2,425.78 648.13 800.25
SD 71,957.64 2,280.67 3,179.62 8,027.89 2,367.78 1,015.77 12,732.35 2,025.50 3,360.13

Domestic Mean 1,671.27 885.39 824.32 269.36 215.66 245.23 1,158.53 797.80 760.27
SD 4,020.10 961.66 950.54 431.32 212.66 232.71 1,991.59 1,230.54 1,467.83

Global Mean 16,464.28 1,501.02 1,609.01 1,693.01 646.62 632.48 3,534.23 1,445.87 1,531.68
SD 72,529.43 2,746.85 3,618.52 8,086.41 2,436.48 1,155.99 13,803.45 2,790.47 4,340.78

# of obs. 3,707 194 66 709 644 252 9,277 814 207

Table 5: Statistics on sunk costs, in thousand euros, depending on the default status
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(a) Food products, beverages, and tobacco (b) Other industrial products, coking and refining

(c) Electrics, electronics, and informatics products (d) Transporting materials

(e) Clothing industries (f) Wood and paper industries

Figure 11: Average amount of sunk costs – Non-defaulting vs. defaulting firms
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F Propensity score matching

F.1 PSM models

(1) (2) (3) (4) (5) (6)
Excl. 1-year
exporters

Excl. 1-year
exporters

Foreign groupt 0.376*** 0.475*** 0.498*** 0.050 0.078 0.083
(0.036) (0.046) (0.052) (0.047) (0.064) (0.071)

Importert 1.100*** 1.571*** 1.686*** 0.535*** 0.649*** 0.694***
(0.021) (0.030) (0.036) (0.021) (0.032) (0.035)

Log TFPt-1 0.039*** 0.080*** 0.083*** 0.005 0.015 0.015
(0.009) (0.014) (0.015) (0.009) (0.013) (0.0,15)

Log labort-1 0.901*** 0.841*** 0.947*** 0.434*** 0.481*** 0.533***
(0.022 (0.024) (0.028) (0.038) (0.051) (0.057)

Log liabilitiest-1 0.291*** 0.292*** 0.321*** 0.082*** 0.083*** 0.086***
(0.013) (0.015) (0.017) (0.018) (0.023) (0.026)

Log aget-1 0.388*** 0.443*** 0.464*** -0.102** -0.123** -0.251***
(0.021) (0.023) (0.025) (0.047) (0.060) (0.069)

Δ Log TFPt-1 -0.045*** -0.235*** -0.015* -0.032
(0.009) (0.047) (0.009) (0.055)

Δ Log labort-1 -0.410*** -0.691*** -0.217*** -0.179***
(0.037) (0.023) (0.043) (0.023)

Δ Log liabilitiest-1 -0.144*** -0.044*** -0.029 -0.014
(0.020) (0.010) (0.022) (0.010)

Δ Foreign groupt -0.210*** -0.469*** -0.016 -0.251***
(0.043) (0.039) (0.021) (0.046)

Δ Importert -0.634*** -0.167*** -0.158*** -0.036
(0.021) (0.022) (0.022) (0.024)

Constant -8.258*** -8.566*** -9.278*** -9.092*** -9.324*** -10.172
(0.098) (0.114) (0.130) (0.164) (0.179) (0.207)

# Observations 265,310 228,939 213,187 265,310 228,939 213,187
# Firms 36,371 36,371 33,874 36,371 36,371 33,874
Industry FE Yes Yes Yes Yes Yes Yes
Mundlak No No No Yes Yes Yes
AUC 0.881 0.889 0.887 0.899 0.899 0.899
Log-likelihood -71,423.444 -62,046.032 -53,895.571 -67,771.646 -59,364.018 -51,040.456
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 6: Probit models for propensity score matching
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F.2 Post-matching tests

Off support On support Total

Food products, beverages
and tobacco

Continuous Untreated 31,929 31,929
Treated 9,005 9,005

Non-continuous Untreated 36,017 36,017
Treated 3,274 3,274

Other industrial products,
coking and refining

Continuous Untreated 40,574 40,574
Treated 35,333 35,333

Non-continuous Untreated 61,026 61,026
Treated 15,341 15,341

Electrics, electronics, and
informatics products

Continuous Untreated 3,482 3,482
Treated 15,791 15,791

Non-continuous Untreated 6,454 6,454
Treated 3,066 3,066

Transporting materials
Continuous Untreated 0 1,381 1,381

Treated 10 3,096 3,106

Non-continuous Untreated 2,577 2,577
Treated 892 892

Clothing industries
Continuous Untreated 0 2,072 2,072

Treated 4 6,477 6,481

Non-continuous Untreated 3,704 3,704
Treated 1,529 1,529

Wood and paper
industries

Continuous Untreated 8,862 8,862
Treated 6,045 6,045

Non-continuous Untreated 15,042 15,042
Treated 4,256 4,256

Table 7: Common support
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Treated Controls Difference S.E. T-stat

All manufacturing
industries

Continuous Unmatched 8,743.40 354.28 8,389.12 189.80 44.20
Matched 8,743.40 5,314.74 3,428.66 220.00 15.58

Non-continuous Unmatched 1,251.44 483.88 767.12 31.37 24.47
Matched 1,251.44 1,130.59 120.84 56.67 2.13

Food products,
beverages and tobacco

Continuous Unmatched 12,958.28 443.95 12,514.32 259.58 48.21
Matched 12,958.28 6,801.39 6,156.89 515.23 11.95

Non-continuous Unmatched 3,481.07 675.93 2,805.14 79.73 35.18
Matched 3,481.07 2,664.36 816.71 208.08 3.93

Other industrial
products, coking and
refining

Continuous Unmatched 10,398.52 333.47 10,065.06 367.58 27.38
Matched 10,398.52 14,425.17 -4026.65 428.85 -9.39

Non-continuous Unmatched 1,095.64 429.15 666.50 49.68 13.42
Matched 1,095.64 1,035.86 59.79 88.92 0.67

Electrics, electronics,
and informatics
products

Continuous Unmatched 4,781.94 152.58 4,629.36 311.57 14.86
Matched 4,781.94 656.27 4,125.66 161.42 25.56

Non-continuous Unmatched 400.27 221.95 178.32 25.59 6.97
Matched 400.27 471.33 -71.06 35.07 -2.03

Transporting materials
Continuous Unmatched 19,249.58 211.84 19,037.75 2,113.44 9.01

Matched 19,308.99 1,955.80 17,353.19 1,418.57 12.23

Non-continuous Unmatched 1,862.08 524.85 1,337.23 387.30 3.45
Matched 1,862.08 2,242.17 -380.09 595.52 -0.64

Clothing industries
Continuous Unmatched 1,839.21 235.47 1,603.74 186.16 8.61

Matched 1,840.22 497.79 1,342.43 194.43 6.90

Non-continuous Unmatched 473.23 335.54 137.69 36.26 3.80
Matched 473.23 549.11 -75.88 47.66 -1.59

Wood and paper
industries

Continuous Unmatched 5,142.69 255.65 4,887.03 178.92 27.31
Matched 5,142.69 2,394.87 2,747.82 225.29 12.20

Non-continuous Unmatched 862.60 387.95 474.65 23.66 20.06
Matched 862.60 815.81 46.79 39.10 1.20

Table 8: Matching correction results
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PsR2 LRchi2 p>Chi2 Mean
bias

Med
bias B R %Var

All
manufacturing
industries

Continuous Unmatched 0.561 127,032.71 0.000 74.3 57.2 249.3* 2.05* 86
Matched 0.036 7,586.40 0.000 7.8 3.5 45.2* 0.81 86

Non-
continuous

Unmatched 0.126 18,422.32 0.000 27.0 17.1 93.6* 1.50* 100
Matched 0.002 173.46 0.039 2.9 2.8 11.1* 1.09 71

Food products,
beverages and
tobacco

Continuous Unmatched 0.617 26,617.07 0.000 79.9 55.9 267.5* 2.43* 89
Matched 0.038 949.71 0.000 8.6 5.9 46.7* 1.02 100

Non-
continuous

Unmatched 0.246 5,551.14 0.000 45.6 29.0 153.9* 1.43 89
Matched 0.002 20.53 0.039 2.7 2.1 11.2 1.25 78

Other industrial
products,
coking and
refining

Continuous Unmatched 0.554 58,124.52 0.000 57.6 18.5 249.9* 1.88 100
Matched 0.012 1,139.29 0.000 4.5 4.4 25.5* 0.93 100

Non-
continuous

Unmatched 0.107 8,162.19 0.000 19.3 8.3 84.6* 1.55 78
Matched 0.002 103.69 0.000 2.8 1.5 11.6 1.04 89

Electrics,
electronics, and
informatics
products

Continuous Unmatched 0.581 10,578.09 0.000 63.8 27.6 264.4* 1.83 100
Matched 0.083 3,626.94 0.000 18.2 8.3 69.5* 2.67* 100

Non-
continuous

Unmatched 0.104 1,246.50 0.000 19.7 5.4 81.0* 1.29 67
Matched 0.002 16.08 0.138 3.0 2.6 10.2 1.09 67

Transporting
materials

Continuous Unmatched 0.675 3,737.00 0.000 76.6 28.7 298.2* 2.46* 100
Matched 0.335 2,874.78 0.000 33.6 22.2 158.3* 1.66 89

Non-
continuous

Unmatched 0.128 505.95 0.000 23.7 7.7 91.9* 1.31 89
Matched 0.005 12.97 0.295 5.2 5.4 17.0 0.89 56

Clothing
industries

Continuous Unmatched 0.598 5,662.93 0.000 50.4 8.0 297.3* 0.6 100
Matched 0.066 1,190.25 0.000 8.7 3.2 58.9* 4.12* 89

Non-
continuous

Unmatched 0.144 911.97 0.000 15.5 4.7 100.1* 1.04 33
Matched 0.009 37.36 0.000 5.3 4.9 22.1 1.03 78

Wood and
paper industries

Continuous Unmatched 0.481 9,677.76 0.000 57.0 43.1 205.9* 2.43* 89
Matched 0.047 782.52 0.000 12.4 4.2 51.5* 0.84 89

Non-
continuous

Unmatched 0.094 1,920.87 0.000 21.9 11.3 78.7* 1.29 89
Matched 0.002 23.20 0.017 2.7 1.9 10.4 1.01 56

* if B>25%, R outside [0.5; 2]

Table 9: Balance check summary
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(a) Food products, beverages and tobacco (b) Other industrial products, coking and refining

(c) Electrics, electronics, and informatics products (d) Transporting materials

(e) Clothing industries (f) Wood and paper industries

Figure 12: Matching standardized bias correction
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